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Abstract

Clustering techniques are vital for image analysis applications like object detection, pattern
recognition, and image segmentation. The research evaluates effectiveness and efficiency of
three clustering techniques K-means, DBSCAN (Density-Based Spatial Clustering of
Applications with Noise), and a new hybrid model that combines the two are compared in this
research in the contextof analyzing MRI image dataset. Finding a technique that performs well
across various kinds of image analysis applications in terms of computing efficiency and
clustering quality is the main goal. In this study, a hybrid model is presented to overcome the
shortcomings of individual techniques. The hybrid model aims at achieving a balanced
performance that increases computationalefficiency and clustering accuracy in MRI image
analysis by combining the characteristics of DB-SCAN and K-means. This methodology makes
use of DBSCAN'’s capacity to detect clusters withcomplicated shapes and densities combined
with K-means’ effectiveness in handling huge amountsof data with simple cluster structures, the
research significance is on how it potentially changes how the information is extracted from MRI
images using the hybrid technique also it advances the fieldof medical image analysis. Silhouette
Score is an Evaluation metric employed to assess clusteringquality, and execution time metric
as Computational efficiency measure. Based to our research, the hybrid model achieves a
balanced performance on analyzing variety images in dataset by utilizingthe advantages of both
K-means and DBSCAN with the aim of opening the door to more precise and effective analysis
in the field of medical imaging as well as beyond.
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INTRODUCTION

As explained by Magnetic Resonance Imaging (MRI) (n.d.), Nyatega, Qiang, Adamu, and
Kawuwa (2022) and Nyatega, Qiang, Adamu, Younis, and Kawuwa (2021) In modern
technology, Magnetic Resonance Imaging (MRI), is essential for the diagnosis and
comprehension of a wide range of medical disorders. Because of the amount of information
present in MRI pictures, complex analytical techniques are required to extract significant
insights. A machine learning technique calledcluster analysis or clustering is an unsupervised
learning approach and a widely used statistical data analysis method across numerous domains
that involves organizing sets of items so that the objects in the same group, or cluster, are more
similar to each other than to the objects in other groups Cluster Analysis (2019). As claimed by
a (n.d.) this unsupervised machine learning technique is important in identifying patterns and
features that a particular group of data possesses, soit is important in identifying what is inside
MRI images during the analysis process. The research,”Comparative Efficiency of DBSCAN,
K-means, and Their Combination in Image Processing” seeks to improve the precision and
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effectiveness of MRI image processing by investigating and utilizing the potential of combined
clustering techniques. Since it is often challenging for traditional image analysis techniques to
capture the smallest details and complexity found in medical images. MRI scans are diverse
and complex, still requiring a more advanced approach. There- fore, the study uses a
collaborative approach of combining two different clustering approaches (K-Means and
DBSCAN (Density-Based Spatial Clustering of Applications with Noise)) to pro- vide a more
detailed and sophisticated interpretation of the MRI data. The work of (Boulis & Ostendorf,
2004) and (Khedairia & Khadir, 2022) inspire this effort by illustrating how integratedclustering
approaches might enhance the accuracy of medical image segmentation. Building on this
framework, the research work aims to make a significant contribution to the area by offering a
method for MRI image analysis that is more detailed and complex. we hope that by
investigating using mixed clustering techniques, we will advance the field of medical image
analysis and help achieve the larger objective of better patient outcomes via more precise and
effective image analysis applications.

RELATED WORKS
Segmentation (clustering) Algorithms and Techniques in MRI Analysis

Image segmentation is one of the applications of clustering image analysis, Despotovit,
Goossens, and Philips (2015) and Guan, Zhao, Nyatega, and Li (2023) explain image
segmentation as one ofthe most essential responsibilities in medical image analysis, which often
serves as the initial andmost important stage in many clinical applications. In brain magnetic
resonance imaging analysis,image segmentation is commonly used to determine and visualize
the brain’s anatomical structuresas well as to investigate changes in the brain caused by different
diseases. According to (DBSCANvs. K-Means: A Guide in Python, n.d.), To find groups of
similar items in a dataset, clustering is an useful unsupervised machine learning technique.
According to Velunachiyar and Sivakumar(2023), Clustering techniques can be distinguished
as partitioning-based clustering, hierarchical- based clustering, grid-based clustering, model-
based clustering, and fuzzy-based clustering that have been widely employed for their ability
to group similar regions within MRI images. Each algorithm brings unique strengths and
limitations, prompting researchers to explore different new clustering techniques and the
integration of multiple clustering methods to enhance the robustnessof segmentation results.
Figure 1 below shows how clustering techniques are distinguished.
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K-Means in Image Processing

According to Introduction to Image Segmentation with K-Means clustering (n.d.), The area of
interest can be separated from the rest of the image using the unsupervised K-Means clustering
technique. The provided data is divided or clustered into K-clusters or sections based on the K-
centroids. When dealing with unlabeled data i.e., data without precisely defined categories or
groups the algorithm is employed. Finding particular groups based on data similarity, with K
being the number of groups, and minimizing the sum of squared distances between all points
andthe cluster center is the purpose. The below figure 2 is a K-means clustering example of
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Figure 2: K-Means Clustering Example (K-means Clustering Algorithm: Applications, Types,
andDemos [Updated] | Simplilearn, n.d.)

K-means Clustering Algorithm: Applications, Types, and Demos [Updated] Simplilearn (n.d.)
claimed that K-means clustering has become one of the most widely used clustering algorithms,
where K is the number of clusters and the algorithm works by following the below steps.

Select the K number of clusters that you wish to examine.

Assign the data points at randomness to any one of the k clusters.

Next, identify each cluster’s center.

Evaluate the separation between each cluster’s center and the data points.

Reassign the data points to the closest clusters based on each individual data point’s distance
from the cluster.

Determine the new cluster center once more.

Repeat steps 4,5 and 6 until the specified amount of iterations is reached or until the data
points no longer cause the clusters to change.

K-means Clustering Algorithm: Applications, Types, and Demos [Updated] Simplilearn (n.d.) ‘
perform K-Means clustering on a butterfly image and concluded that Since the K-means
algorithmcan identify more classes or clusters of colors, the image becomes sharper and more
distinct as thevalue of k increases. Furthermore, the algorithm performs better while working
with less data sets,as it can correctly split objects in images.

DBSCAN in Image processing

According to Ester, Kriegel, Sander, and Xu (1996), The density-based approach to clusters
used by DBSCAN is meant to find clusters of any shape. It requires just one input parameter,
and it assists the user choose the right value. DBSCAN vs. K-Means: A Guide in Python (n.d.)
claimed that because of the way how clusters are constructed in DBSCAN algorithm many
problems that can arise when applying K-means clustering on an image are mitigated, one
wonderful thing aboutDBSCAN is that it doesn’t require a minimum or maximum number
of clusters to be used. To compute the distance between values, all you need is a function
and some parameters for what defines a” close” distance. Additionally, DBSCAN yields
more realistic outcomes than k-means for an extensive number of densities. The below figure
3 shows this fact.

;ﬁ.':)»‘:\" .; '. '
DBSCAN ARY, %‘ A @
@ =
£ AN
£ X B
k-means ¢ % w E-

Figure 3: DBSCAN VS K-Means (DBSCAN vs. K-Means: A Guide in Python, n.d.)
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Comparative Studies of DBSCAN and K-means

According to DBSCAN vs. K-Means: A Guide in Python (n.d.), The distance between centroids
and points is the basis for the K-means clustering algorithm, which works by dividing data
into finite

clusters, DBSCAN is a density-based clustering algorithm that puts data points together
basedon their closeness to one another, Algorithm selection depends on problem and
characteristicsof datasets because each algorithm has got their advantages and
disadvantages. Sharma (2020) perform K-means and DBSCAN algorithms on the same Iris
Dataset using Scikit Learn and obtaindifferent results where the DBSCAN algorithm

produces clusters that are clearly defined comparedto those formed by the K-Means
algorithm and concluded that when to use which of these two clustering techniques,
depends on the problem you want to solve. Even though K-Means is the most popular
clustering technique compared to DBSCAN, there are cases where, using DBSCANTesults
in better-defined clusters. So, it is important to Identify the nature of your case’s datasets
before selecting a clustering technique.

Clustering Algorithm Combining Approaches

The research aims at combining K-means and DBSCAN clustering approaches in model
generation. According to Jafarzadegan, Safi-Esfahani, and Beheshti (2019) Finding the right
approach for a given problem can be challenging since applying one approach to multiple
problems yields inconsistent outcomes. Suggestions for combinational approaches have
been made to address thisissue. In order to solve the high-dimensional data clustering issue,
(Yan & Liu, 2022) explained an integrated clustering method for high-dimensional data since
the traditional clustering algorithms,like K-means, do not perform well on high-dimensional
data due to the multiplicity of irrelevant attributes, limited distribution, and complex
calculations. Strehl and Ghosh (n.d.) identified several application scenarios for the resultant
knowledge reuse framework named cluster ensembles. Three different qualitative application
scenarios were evaluated. The 1st is where the original clusters were formed based on non-
identical sets of features, 2nd is where the original clustering algorithms worked on non-
identical sets of objects, and 3rd scenario is where a common data set is used. All these
scenarios share the same main purpose which is to improve the quality and robustness of the
solution. Jain (2012) performed a hybrid clustering approach on K-mean and K-harmonic
mean (KHM) clustering algorithms and tested the proposed algorithm with five different
datasets and it was found the combined algorithm robustness is much better compared to
individual traditional algorithms. Pedro (2022) uses one of the clustering combination
approachescalled ensemble clustering where he concludes that ensemble army K-means will
make it possibleto find much more complex shapes just like HDBSCAN.
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RESULTS AND DISCUSSION

Results
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Figure 4: Clustering results on MRI image using different methods: (a) Original MRI

Image, (b)K-Means Clustered Image, (c) DBSCAN Clustered Image, (d) Hybrid Clustered
Image.
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Clustering Algorithm Silhouette Score |[Execution Time
K-Means 0.777614701  |0.002718 seconds
DBSCAN 0.611340 0.113359 seconds

Hybrid (K-Means +DBSCAN) 0.800929 0.139168 seconds

Table 1: Average Performance Result of different clustering algorithms on MRI image
datasets.

Discussion

The average silhouette score and execution time of K-means, DBSCAN, and a hybrid
approach were the main metrics utilized to evaluate clustering methods for MRI image
datasets. Table 1 shows the hybrid technique outperformed DBSCAN in this parameter, with
K-means and DBSCAN coming in second and third, respectively, according to the data. The
hybrid method produced significantly higher silhouette scores than K-means, although
taking longer to execute. This indicated that the hybrid method was effective in creating
well-defined clusters. Analyzing the clustered images visually showed that, in comparison
to K-means, the hybrid method and DBSCAN produced clusters that looked smoother
(cluster edges are clearly defined) and extractedmore features which is an essential skill for
MRI images analysis, as precise diagnostic insights canbe obtained by accurately capturing
complicated forms as well as controlling noise. Although thehybrid technique required longer
execution periods, its improved feature extraction capabilities and higher average silhouette
scores illustrate its potential as a useful tool for MRI image clustering. It should be the goal
of future research to maximize execution efficiency while maintaining or improving
clustering quality, possibly by means of developments in algorithmic approaches or
computational optimizations.
CHALLENGES AND RECOMENDATION

One of the significant challenges faced during this research was the absence of ground truth
for the image datasets, Ground truth data is essential for validating and evaluating the
performance ofclustering algorithms. Without it, assessing the accuracy and effectiveness of
the clustering resultshecomes challenging, potentially leading to less reliable conclusions,
also the use of (.jpg) imagesposed another challenge in this research. So, we would
recommend future researchers to prioritizeusing image datasets that come with ground truth
annotations, and using NIfTI (.nii) format MRIimages for analysis in future studies, (which
are images that are specifically designed for storing medical imaging data and retain the full
resolution and detail of MRI scans without compression artifacts).
CONCLUSION

In this work, we examined the strengths and weaknesses of the K-means and DBSCAN
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clustering methods, as well as their combination, for applications involving MRI image
analysis. Our investigation and research reveal that every algorithm has particular benefits
and drawbacks. Particularlyhelpful for complex image data with unusual patterns, DBSCAN
excels at managing noise, identifying clusters of any forms, and creating smooth clusters.
On the other hand, K-means is a better option for big datasets and real-time applications due
to its higher computing efficiency andsimplicity. By mitigating the limitations of individual
techniques, the hybrid approach providesa more robust and adaptive conclusion.
Computational efficiency continues to improve while robust cluster identification is possible
with the combination of DBSCAN and K-means. Through the extraction of smoother
clusters and more detailed characteristics, this combination technique enhances the accuracy
and reliability of MRI image interpretation. According to our research, the hybrid technique
combines the advantages of both algorithms to offer a complete solution forchallenging
image processing tasks. Its versatility makes it a promising method for a range of usesbeyond
MRI image analysis, such as computer vision, remote sensing, and medical diagnosis. In
order to improve clustering performance and scalability, future research should concentrate
on enhancing parameter selection, further improving these hybrid methods, and researching
integrationwith deep learning techniques. By addressing these issues, we may create image
analysis tools thatare more reliable and effective, which will eventually advance the image
processing industry.
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